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Zhaolu Hou1, Bin Zuo1, Shaoqing Zhang1,2,3, Fei Huang1, Ruiqiang Ding4, Wansuo Duan5, and Jianping Li1,2

1Frontiers Science Center for Deep Ocean Multiphysics and Earth System (FDOMES)/Key Laboratory of Physical Oceanography/Institute for Advanced Ocean Studies, Ocean University of China, Qingdao, China, 2Laboratory for Ocean Dynamics and Climate, Pilot Qingdao National Laboratory for Marine Science and Technology (QNLM), Qingdao, China, 3International Laboratory for High-Resolution Earth System Model and Prediction (iHESP), College Station, TX, USA, 4State Key Laboratory of Earth Surface Processes and Resource Ecology, Beijing Normal University, Beijing, China, 5State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics, Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing, China

Abstract

Numerical forecasts always have associated errors. Analog correction methods combine numerical simulations with statistical analyses to reduce model forecast errors. However, identifying appropriate analogs remains a challenging task. Here, we use the Local Dynamical Analog (LDA) method to locate analogs and correct model forecast errors. As an example, an El Niño–Southern Oscillation (ENSO) intermediate coupled model forecast error correction experiment confirms that the LDA method locates high quality analogs of states of interest and improves the model forecast performance, which is due to the initial and evolution information included in the LDA method. In addition, the LDA method can be applied using a scalar time series, which reduces the complexity of the dynamical system. The LDA method is a promising method to locate dynamic analogs and can be applied to existing numerical models and forecast results.

1. Introduction

Earth-science models are important tools in the analysis of physical processes and in forecasts of future conditions. However, numerical models always contain forecast errors. Model forecast error in historical data may appear again. Thus, the historical model forecast error can be used to correct the forecast results of focused states, which can reduce the model forecast error without building the new numerical model. The key question is how to locate suitable historical model forecast errors for the focused states. In this paper, we use the Local Dynamical Analog (LDA) method to locate the model forecast error and firstly correct the model forecast results. In the ENSO prediction experiment by an intermediate coupled model, the LDA is proved the advantage over other analog-locate methods to find analogs and improve the whole forecast skill and the ENSO event forecast. The improvement from the LDA method in the root squared mean error skill is significant, and the forecast intensity of ENSO events is closer to observation than that of the uncorrected forecast.
model forecast errors can be divided into state-independent and state-dependent groups (Danforth & Kalnay, 2008). State-independent corrections can reduce systematic error, and are frequently used, which include methods such as model output statistics (MOS) (Carter et al., 1989; Glahn & Lowry, 1972). However, system error accounts for about 20% of the total model forecast error, while non-systematic error accounts for about 80% of the total error (Dalcher & Kalnay, 1987). Other results have indicated that state-independent or "systematic error" correction, which does not depend on state and is held constant throughout the integration, does not improve the forecast skill of the model (DelSole et al., 2008; Desole & Hou, 1999). Therefore, state-dependent corrections are needed to reduce the remaining nonsystematic error components.

Earth science has benefited from the proliferation of satellite data, in situ monitoring, and numerical simulations in recent decades. The availability of such data sets facilitates the identification of states analogous to a dynamic system of interest (Lorenz, 1969). Analogs have been demonstrated to be applicable in inversions and estimations of the evolving trajectories of a dynamic system (Hamil & Whitaker, 2006; Lguensat et al., 2017). Ren et al. (2006) showed that state-dependent model forecast errors of analogous model states selected according to their initial states are to some degree similar to those of the states of interest and proposed a corresponding analog correction method. An important feature of analog correction methods is that they do not require new models to be built and can be applied to existing numerical models and forecast results (Liu & Ren, 2017; Ren et al., 2006; Ren & Chou, 2007). A key challenge in the application of analog correction methods is how to identify analogous model states. One method currently used to select analog states is based on the spatial correlation coefficient between present and historical initial field anomalies (Bergen & Harnack, 1982; Liu & Ren, 2017; Van den Dool, 1987). However, this method is based solely on the similarity of the initial states and does not consider similarities in evolution. In addition, the spatial region used to calculate the correlation has a large effect on the analog quality. Thus, more effective analog selection schemes based on dynamics are needed.

In the field of predictability research, the nonlinear local Lyapunov theory also involves using analogs to estimate system predictability (e.g., Li et al., 2018; Li & Ding, 2011, 2013, 2015). Li and Ding (2011) proposed the Local Dynamical Analog (LDA) method and demonstrated the benefits of this approach in locating analogous states in comparison with other analog location methods. The LDA method ensures similarity between the dynamical evolution of both states in addition to requiring similarity in their initial states. Therefore, the LDA method is more effective in finding analogous trajectories than are other techniques and can improve analog-based model error corrections.

Thus, we apply the LDA method to model forecast error corrections using analogs and explore the benefits of the LDA method compared with other analog selection schemes. The methods and model used in this study are introduced in the next section. The performance of selected analogs is presented in section 3, and the model forecast correction procedure and results are described in section 4. Section 5 presents the main conclusions and a related discussion.

2. Methodology and Model

2.1. Method

Model forecasts are typically based on the following discrete state equation:

$$\mathbf{y}_{f, j}(t_i) = \mathbf{M}_i \rightarrow (i + j) \left( \mathbf{y}_a(t_i) \right),$$

(1)

where $\mathbf{M}_i \rightarrow (i + j)$ is the dynamical forecast from initial time $t_i$ to final time $t_i + j$; $\mathbf{y}$ is the system state; a multidimensional vector, $\mathbf{y}_a(t_i)$, represents the observational state of the dynamical system at time $t_i$, which is used as the forecast initial state; $j \cdot \Delta$ is the forecast lead time ($\Delta$ represents model output interval time and $j$ is the model output step); and $\mathbf{y}_{f, j}(t_i)$ is the forecast state at time $t_i + j$. However, because of model deficiency, the forecast state $\mathbf{y}_{f, j}(t_i)$ includes some error compared with its observation $\mathbf{y}_a(t_i + j)$.

The model forecast error from the initial time $t_i$ to time $t_i + j$ can be described as follows:

$$\mathbf{e}_j(t_i) = \mathbf{y}_{f, j}(t_i) - \mathbf{y}_a(t_i + j).$$

(2)

Analog-based correction methods for model forecast errors make use of forecast errors from analogs in historical data. For the state $\mathbf{y}_a(t_i)$, its analog state $\mathbf{y}_a(t_k)$ has the forecast state $\mathbf{y}_{f, j}(t_k)$, and its corresponding
and the evolutionary distance, is found by adding time $y$ to December 2018, specifically the Niño 3.4 index time series. The initial field for the model uses sea-surface temperature anomalies (SSTa) from the Kaplan data set (Kaplan et al., 1998), and the forecast lead time is 0–12 months. The ZC model has been widely used in predictions and predictability studies of ENSO (e.g., Chen et al., 2004; Duan & Zhao, 2015; Hou et al., 2018; Mu et al., 2007). The development of the ZC model is ongoing, with continual improvements to ENSO predictions. Chen et al. (2004) carried out the first retrospective forecast experiment spanning the past 150 years, using only reconstructed SST data for model initialization. Note that the MOS scheme is already used to correct state-independent forecast model forecast error $e_j(t_k)$ can be obtained (as shown in Figure 1). Thus, the focused forecast state $y_{fj}(t_i)$ at time $t_i + j$ can be corrected by the known error $e_j(t_k)$. The corrected forecast can be calculated as

$$\hat{y}_{fj}(t_i) = y_{fj}(t_i) - [a \cdot e_j(t_k) + b]. \quad (3)$$

where $a$, $b$ is the undetermined parameters, which can be obtained by the linear regression method based on the historical training data. In an operational environment, the model forecast results of multiple analogous states can be used to offset the uncertainty of a single forecast state.

The general approach of the LDA method is to find local analogs of a pattern of state evolution in an observational time series. For state $y_d(t_i)$ and its analog $y_d(t_k)$ in the historical data, the initial distance $d_i$ between the two states is given by $d_i = |y_d(t_i) - y_d(t_k)|$. Within the evolutionary interval $L$, the evolutionary distance $d_e$ is given by $d_e = \sqrt{\frac{1}{L} \sum_{i=1}^{L} [y_d(t_i) - y_d(t_{i-1})]^2}$. The total distance $d_t$, considering both the initial distance and the evolutionary distance, is found by adding $d_i$ and $d_e$. If $d_i$ is very small, it is highly likely that the states $y_d(t_i)$ and $y_d(t_k)$ are analogous. Thus, the LDA method locates analogs using information from both the initial state and its evolution. In contrast, traditional approaches to locating analogous states only consider similarities in initial spatial structures, ignoring dynamic information. Although the equations of the LDA method are expressed by the multidimensional field variable $y_d(t_i)$, the LDA method can also be applied to scalar time series.

### 2.2. Model and Data

To evaluate the LDA method, we correct the forecast results of the Zebiak–Cane (ZC) model from January 1856 to December 2018, specifically the Niño 3.4 index time series. The initial field for the model uses sea-surface temperature anomalies (SSTa) from the Kaplan data set (Kaplan et al., 1998), and the forecast lead time is 0–12 months. The ZC model has been widely used in predictions and predictability studies of ENSO (e.g., Chen et al., 2004; Duan & Zhao, 2015; Hou et al., 2018; Mu et al., 2007). The development of the ZC model is ongoing, with continual improvements to ENSO predictions. Chen et al. (2004) carried out the first retrospective forecast experiment spanning the past 150 years, using only reconstructed SST data for model initialization.
errors in this model. Here, we use the same configuration as Chen et al. (2004) to forecast SST and apply the state-dependent correction from 1856 to 2018.

3. Identifying Analogous States

The first step in forecast error analog correction is to locate analogs. Here, we describe how we identify analogous states for the ZC model and assess its performance.

3.1. Configuration of Analog Location Methods

The LDA method is used to locate analogs based on scalar time series observational data sets of the Niño 3.4 index (average SSTa over the region 5°N–5°S, 170°W–120°W) from January 1856 to December 2018, which corresponds to a total of 1956 states. In the ZC model, Δ is 1 month and the evolution interval L is set to 3 months due to the autocorrelation coefficient (greater than 0.8) (Li & Ding, 2011). The temporal distance between a state and its analogs must exceed 24 months to avoid similarities caused by the persistence of data. The analogs must also be from the same season as the state of interest. Forecast error of a single analog includes certain random parts. Thus, the average of forecast errors from the five best analogs located by the LDA method is applied to correct the forecast of the focused state, to reduce instability of the correcting performance.

For comparison, the field correlation method (Liu & Ren, 2017) is also used to locate analogs. For two vector states \( \mathbf{y}_a(t_i) \) and \( \mathbf{y}_a(t_k) \), the spatial correlation coefficient \( r \), which can describe the similarity between them, is written as 

\[
|\mathbf{y}_a(t_i) \cdot \mathbf{y}_a(t_k)| / \| \mathbf{y}_a(t_i) \| \| \mathbf{y}_a(t_k) \|,
\]

where \( \cdot \), \( \| \cdot \| \) represent a vector inner product, vector norm. In the ZC model, \( \mathbf{y}_a(t_i) \) is the SSTa field over the Niño 3.4 region of the observational data. The maximum correlation between \( \mathbf{y}_a(t_i) \) and \( \mathbf{y}_a(t_k) \) is used to select analogs. This scheme is referred to as the SST field analog (SFA). Other elements of the SFA method are consistent with those of the LDA method.

In order to highlight the importance of evolutionary information, the analogs are located just by the initial distance \( d_i \), which is refined as the local analog (LA) method. Other elements of the LA method are consistent with those of the LDA method.

3.2. Analog Performance

Here, we evaluate the performance of the analogs selected using the LDA, LA, SFA methods. Because two states that are close to each other in phase space should, to some degree, evolve in a similar fashion, we focus our analysis on whether the observed states retain similar features over time. We also check whether this similar feature in the observation data can be reflected on the model forecast states and model forecast error.

For each state \( \mathbf{y}_a(t_i) \) and its analog \( \mathbf{y}_a(t_k) \), we consider a 12-month Niño 3.4 index sequential observational time series from the initial time as the observational trajectory \( \{\mathbf{y}_a(t_i + j)_j\} = 0,1,2,...,12 \) and \( \{\mathbf{y}_a(t_k + j)_j\} = 0,1,2,...,12 \). The similarity of the focused state and its analog can be determined using the correlation coefficient and the root-mean-squared error (RMSE) of the whole period (from January 1856 to December 2018) for different lead times. The correlation coefficient and RMSE can be calculated as follows:

\[
\text{Corr}(\text{obs}) = \frac{\text{Cov}(\mathbf{y}_a(t_i + j), \mathbf{y}_a(t_k + j))}{\text{Var}(\mathbf{y}_a(t_i))} = \frac{\sum_{j=1}^{N} (\mathbf{y}_a(t_i + j) - \overline{\mathbf{y}_a}) \cdot (\mathbf{y}_a(t_k + j) - \overline{\mathbf{y}_a})}{\sum_{j=1}^{N} (\mathbf{y}_a(t_i) - \overline{\mathbf{y}_a})^2}, \quad (4)
\]

\[
\text{RMSE}_j = \sqrt{\frac{\sum_{j=1}^{N} (\mathbf{y}_a(t_i + j) - \overline{\mathbf{y}_a(t_k + j)})^2}{N}}, \quad (5)
\]

where \( i \) represents the focused state and \( k \) is its analog, \( N \) is the total number of the states considered, equal to 1956 from January 1856 to December 2018, \( j = 0,1,2,...,12 \), is the lead time (month). Noting, the state \( \mathbf{y}_a(t_k) \) is the average results of the five best analogs for the state \( \mathbf{y}_a(t_i) \).

The correlation and RMSE for the evolution of observational data are shown in Figures 2a and 2b. The correlations from different methods are all positive, although decreasing with lead time (Figure 2a). This suggests that similar features between the state of interest and its analogs are maintained during the subsequent evolution. Noting, the correlation from the LDA method is about 0.2 larger than that of the
Figure 2. The performance of analog from different method: (a) Correlation coefficient and (b) RMSE between observational Niño 3.4 states and their analogs from the LDA (red line), SFA (blue line), and LA (green line) methods. (c, d) as the same with (a, b) but for model forecasts. (e, f) as the same with (a, b) but for model forecast errors.
SFA method and the differences using statistical bootstrapping differences are significant at the $\alpha = 0.1$ level. The RMSE of the LDA and SFA methods increases with lead time (Figure 2b) and that of the LDA method is smaller than the SFA method for all lead times. The LA method is also better than the SFA method in both correlation and RMSE (Figures 2a and 2b; green line). This can be attributed to the low dimensionality of the Niño 3.4 index time series used to locate analogs with the LDA/LA method. In contrast, the Niño 3.4 area field used by the SFA method is of higher dimension, meanwhile high correlation between SSTa over Niño 3.4 region may have worse performance of Niño 3.4 index time series due to the feature of correlation formula. The performances of the LDA and LA methods also are different. At a 0-month lead time, the analog from the LA method outperforms that from the LDA method in terms of RMSE. This is because the LA method puts more importance on similarities in the initial state. However, with increasing lead time, the RMSE from the LDA method falls below that of the LA method and the correlation from the LDA method becomes larger, which highlights the importance of evolutionary information in locating analogs. Figures 2c and 2d show the correlation and RMSE between model forecast results for an initial state and its analogs at different lead times, which also indicates that analogs selected from observational data maintain their similarity for model forecast results. The comparison of the LDA and LA methods further shows the important role of evolutionary information in locating analogs. In summary, the LDA method has better performance than does the SFA method, which is due to the high-quality analogs located by the LDA method.

The analog performance between the forecast error of the state and its analogs at different lead times is shown (Figures 2e and 2f). The correlations from the LDA method are ~0.2 greater than those of the SFA method for all lead times and using statistical bootstrapping differences are significant at the $\alpha = 0.1$ level. Due to random fraction in forecast error, correlation does not always consistently decrease as lead time increasing. The noticeable variation of the LDA correlation with lead time is caused by the fact that model forecast errors are affected by many factors. Comparing to the LA and SFA methods, we find that the LDA method has better performance in correlation and RMSE skill, which is consistent with the results from the observation trajectories (Figures 2a and 2b) and model forecast trajectories (Figures 2c and 2d). This indicates that the higher-dimensional SFA method finds fewer high-quality analogs than does the LDA, which operates on a lower-dimensional system, with the same amount of data. We also check the influence of the parameters of the LDA method on the analog performance, and the results show that the LDA method always have some advantages over other methods (shown in the supporting information).

In summary, the analog location methods investigated here can retrieve analogs of model forecast errors from observations. The performance of the LDA method is better than that of the SFA and LA method in both correlation and RMSE skill. Unlike the LA method, the LDA method considers evolution information of the dynamical system and has the best similarity in the forecast error trajectories. Thus, historical analog forecast errors from the LDA method may have the capacity to improve model forecast skill.

### 4. Forecast Error Correction

After identifying the analogous states and their corresponding forecast errors, we next correct the forecast errors of states of interest. The analog-based error correction process is as follows: Firstly, for state $y_u(t_i)$, locate its five best analogous states $y_u(t_k)$ with the LDA method. Secondly, obtain the average of observation trajectories and forecast trajectories from the five best analogous states, then calculate the difference as the forecast error of the analogous $e_j(t_k)$. Thirdly, use $e_j(t_k)$ to correct the model forecast $y_f(t_i)$ by linear regression. The linear regression parameters $a$, $b$ are obtained by a least-square fitting between $e_j(t_m)$ and $e_j(t_o)$ in historical training data.

The forecast skill for uncorrected and corrected Niño 3.4 index is verified by calculating correlation and RMSE between model forecasts and observations. Figure 3a shows the correlation skill for Niño 3.4 index during 1856–2018, where the shade area represents the confident level of 10% to 90% by bootstrapping (10,000 times resampling). The results for the LDA method are consistently higher than those of the raw forecasts, with the biggest improvements seen at the lead times of 6–12 months. Correlation coefficients averaged over 1–12 lead months are 0.729 for the LDA-corrected forecasts and 0.717 for the raw forecasts. The LDA-corrected forecast has higher correlation scores, but those scores are not statistically significant at the $\alpha = 0.1$ level based on bootstrapping. The RMSE scores are shown in Figure 3b. The RMSEs for the corrected forecasts from the LDA methods are smaller than the raw forecast: The average RMSE values
over 1–12 lead months are 0.519 for the raw forecasts, and 0.474 for the LDA method, whose difference passes the significant level of 0.1 with bootstrapping. The LDA method reduces the RMSE by 0.05°C for lead times of 10–12 months compared with the raw forecasts.

Because the ENSO forecast skill shows a clear interdecadal variation (e.g., Kirtman & Schopf, 1998; Tang et al., 2018), we assess the skill performance of the corrected forecast results using a 21-year running window. As SST data since 1950 are of higher quality, we focus on the period from January 1950 to December 2008. Figures 3c and 3d show the correlation and RMSE skill during different decadal periods at the lead time of 6 months, respectively. The LDA correction method can improve the performance of model forecasts during different decades, as is particularly evident in RMSE skills with the decrease by 0.05°C. The RMSE skill differences between the LDA-correcting and raw model forecast pass the significant level of 0.1 over nearly the whole periods. The correlation skill of the LDA-corrected forecast are always larger than that of the raw model forecast but are not statistically significant at the $\alpha = 0.1$ level based on bootstrapping.

The forecast skill for the Niño 3.4 index has declined since the 1990s, most noticeably in the 21st century, as is reflected in the decreasing correlation coefficient (0.8 to 0.6) and the increasing RMSE (0.55 to 0.70).

The Niño 3.4 index provides information about ENSO events. ENSO events consist of cold and warm events that significantly impact the global climate (e.g., Wang et al., 2017). Thus, we evaluate the performance of the analog correction for ENSO event forecasts. We selected strong ENSO events which the intensity is over 1.5°C since 1950. El Niño events comprise of 1957/1958, 1965/1966, 1972/1973, 1982/1983, 1987/1988, 1991/1992, 1997/1998, 2015/2016. La Niña events include 1973/1974, 1975/1976, 1988/1989, 1998/1999, 1999/2000, 2007/2008, 2010/2010. The forecast results at the lead time of 6 months are shown in Figure 4. For the composited El Niño event, the raw forecast values are lower than observation in the developing phases and greater in the decaying phases. Through corrected by the LDA method, the forecast results are slightly improved in the developing phases. For the El Niño decaying phase, the higher forecast values also are reduced by the LDA method. Specially, the El Niño mature value from the corrected forecast is closer to observation. For the composited La Nina event, the correction from the LDA method also improves the
forecast performance of the ZC model. These results show that the LDA method can improve the ENSO event forecast performance.

In additional, we choose two recent strong events, El Niño event (2015/2016) and La Niña event (2010/2011), to assess forecast results from the raw forecast and LDA-corrected forecasts (Figures 4c and 4d). As ENSO forecast suffers from a spring predictability barrier (e.g., Jin et al., 2008), we focus on forecast results starting in March. For 2015/2016, the raw forecast shows a weak El Niño occurring in winter, However, the forecast Niño 3.4 value is far less than the observational value in December. The corrected forecast from the LDA method is more consistent with observations and reduces the weakening of the raw forecast in winter.

For the 2010/2011 event, the raw forecast also underpredicts the Niño 3.4 index in winter, and the analog correction improves the La Niña intensity. Compared with the SFA and LA method, the LDA method also performs better in correcting model forecast (shown in the supporting information). In summary, for both mean forecast skills and ENSO events, the analog correction improves the forecasts of the ZC model.

5. Conclusions and Discussion

This works explores the application of the LDA method to model forecast corrections. The approach assumes that the forecast field can be regarded as a small disturbance superimposed on historical analogous states, and that it is possible to incorporate statistical forecasting results into numerical forecasts (Huang et al., 1993; Ren & Chou, 2007). We locate analogous states from the historical data using the LDA method. Similarities exist between a state and its analogous states, in observations, model forecasts, and model forecast errors. This ensures that unknown forecast errors can be estimated using known forecast errors of analogous states from historical data.

Here, we choose the ENSO forecast results of the ZC model for an analog-based correction experiment. Results show that the LDA method performs better than does a traditional analog method in obtaining high-quality analogs which is due to evolution dynamical information included and low-dimensional corrected object focused in the LDA method. LDA is a promising method to locate dynamic analogs. The application of analogs in model forecast error correction demonstrates the potential for improving forecast performance using the LDA method. The LDA improvements are always positive in different lead times and evaluation decades. While correlation improvements are not statistically significant at 90% of confidence

![Figure 4](https://example.com/figure4.png)

level in Figures 3a and 3c, RMSE skill and ENSO events demonstrate significant positive improvements from the LDA method. The improvement quality from the LDA method is dependent on the evaluation period and indicators. For correlation skill, the improved quality in the last decade is more obvious than that in the other decades, which is interesting for operational ENSO forecast. The improvement also depends on model. Applied to Climate Forecast System version 2, the improvements of correlation skill of Niño 4 index pass 90% of confidence level in the lead time of 2 to 9 months over the period of January 1982 to December 2018 (no shown). The LDA method has the advantages of convenient calculation, time saving, and wide application range. In the following study, the LDA method will be applied to more operational model forecasts.
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