Using Observed Signals from the Arctic Stratosphere and Indian Ocean to Predict April–May Precipitation in Central China
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ABSTRACT

A linear regression model is constructed to predict the April–May precipitation in central China (PCC) with a lead time of 1–2 months. This model not only reproduces the historical April–May PCC from 1985 to 2006 but also demonstrates strong robustness and reliability during the independent test period of 2007–16. Two preceding factors are selected to build the model, the February–March Arctic stratospheric ozone (ASO) and Indian Ocean sea surface temperature (IOSST), indicating a synergistic impact of Arctic and tropical signals on the midlatitude climate. A possible mechanism of ASO changes affecting Chinese precipitation is that the stratospheric circulation anomalies related to ASO changes may downward influence circulation over North Pacific, and then extend westward to influence East Asia, leading to changes in Chinese precipitation. Anomalies of the other predictor, IOSST, are associated with a baroclinic structure over central China. For example, warm IOSST causes anomalous convection over central China and affects the warm and humid airstream flowing from the Pacific to China. These processes related to the two predictors result in the April–May PCC anomalies. Sensitivity experiments and a transient experiment covering a longer period than the observations/reanalysis support the results from our statistical analysis based on observations. It implies that this statistical model could be applied to the output of seasonal forecasts from observations and improve the forecasting ability of April–May PCC in the future.

1. Introduction

Located in East Asia and characterized by complex topography, China has a major agricultural sector. Its climate, especially its precipitation, has received extensive attention due to the critical impact on agricultural and economic productivity (e.g., Lau and Li 1984; Ding 1994; Gong and Wang 2000; Manton et al. 2001; Gong and Ho 2002; Huang et al. 2003; Wang et al. 2003; Gemmer et al. 2004; Li et al. 2015). However, most previous studies explored the changes and predictability of summer precipitation in China (e.g., Chang et al. 2000; Xie et al. 2009) but paid less attention to spring precipitation, which is much lower. In fact, spring
The factors and mechanisms affecting spring precipitation in China have already been investigated in prior work (e.g., Yang and Lau 2004; Xin et al. 2006; Qiu et al. 2009; Feng and Li 2011; Chen et al. 2014; Feng et al. 2014). Some studies reported a close relation between El Niño–Southern Oscillation (ENSO) and spring precipitation in southern China (Zhang et al. 1999; Wang et al. 2000; Zhang and Sumi 2002; Wu et al. 2003; Feng and Li 2011; Sun and Yang 2012). Wang et al. (2000) pointed out that the sea surface temperature (SST) changes associated with El Niño can facilitate the development of a lower-tropospheric anticyclone located in the western North Pacific. The anomalous anticyclone may act as a link between El Niño and East Asian climate, increasing the spring precipitation over southern China because of enhanced southerly winds on its northwest flank. Feng and Li (2011) found that different types of El Niño have different effects on spring precipitation over south China; that is, El Niño Modoki is accompanied by reduced rainfall, whereas the canonical El Niño is characterized by enhanced rainfall. The Indian Ocean can also have an important effect on spring precipitation in China (Xie et al. 2009; Chen et al. 2014; Feng et al. 2014). Feng et al. (2014) demonstrated that the south Indian Ocean subtropical dipole (IOSD) can affect spring rainfall over central–eastern China by modulating the meridional circulation. Xie et al. (2009) suggested that the tropical Indian Ocean could influence spring precipitation in China through maintaining the Philippine Sea anticyclone. Other studies found that Eurasian–Tibetan Plateau snow cover has contributed greatly to spring precipitation changes in China. For example, Wu and Kirtman (2007) suggested that the spring snow cover over western Siberia and the Tibetan Plateau is positively correlated with spring rainfall in southern China. Zuo et al. (2012) showed that a decrease of snow cover in Eurasia reduces spring rainfall over southeastern and northeastern China but increases it over southwestern and northwestern China. In addition, other factors responsible for the variations of spring precipitation in China have also been identified, including the thermal conditions (Liu and Wang 2011; Sun and Yang 2012), the monsoon (Wang et al. 2002; Zhu et al. 2011), and the North Atlantic Oscillation (Sun and Yang 2012).

Previously, Zuo et al. (2012) pointed out that the maximum relative variability of spring precipitation in China occurs in central China from the Yangtze River basin to North China, which is an important grain-producing region with a large population. Therefore, a reliable projection of spring precipitation in central China would be very useful. Recently, Xie et al. (2018) found that April–May precipitation in central China (PCC) is closely related to February–March Arctic stratospheric ozone (ASO) variations. They reported that the circulation anomalies over the North Pacific related to February–March ASO changes may extend westward to central China, leading to the April–May PCC anomalies. Given that most previous studies used the circulation fields directly as predictors to establish the model for predicting local precipitation, a question arises: Can the atmospheric chemical composition, ASO, which is known to be associated with Northern Hemisphere circulation and surface climate change (Folland et al. 1990; Hurrell 1996; Jones et al. 1999; Smith and Polvani 2014; Calvo et al. 2015; Xie et al. 2016, 2017a,b; Ivy et al. 2017), be used as a predictor for April–May PCC?

In this paper, we use the observed February–March ASO combined with observed SST over the Indian Ocean to build a linear regression model for prediction of April–May PCC. The remainder of the paper is organized as follows. Section 2 introduces the data, methods, and simulations used in this study. Section 3 selects the factors and reveals the mechanism. Section 4 establishes the linear regression model for April–May PCC and validates the model based on observations and simulations. Finally, the results and conclusions are given in section 5.

2. Data, method, and simulations

a. Data

Three sets of monthly precipitation are employed in this study. The rainfall from the National Meteorological Information Center of the China Meteorological Administration (CMA), which is based on the precipitation data of 2472 Chinese stations on the basis of the latest compilation of the National Meteorological Information Center and uses a thin plate spline method for spatial interpolation to generate the grid data with a horizontal resolution of \(0.5^\circ \times 0.5^\circ\). The following two datasets are mainly utilized for comparison. One is from the Global Precipitation Climatology Project (GPCP) monthly precipitation dataset provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, from their website at https://www.esrl.noaa.gov/psd/, combining observations and satellite precipitation data into \(2.5^\circ \times 2.5^\circ\) global grids.
(Adler et al. 2003). The other is from Global Precipitation Climatology Centre (GPCC) based on the monitoring product and Full Data Product V7 on the basis of quality-controlled data on a regular grid with a spatial resolution of 1.0° × 1.0° (Schneider et al. 2008).

According to the relationship between ASO and PCC in Xie et al. (2018), central China is defined as the region 28°–42°N, 105°–120°E in this study. Time series (1985–2016) of April–May precipitation (mm month$^{-1}$) over central China (PCC) averaged over the region 28°–42°N, 105°–120°E are used in this study. To ensure the reliability of April–May precipitation data and understand its characteristics, Figs. 1a–c show the climatology of April–May precipitation from three precipitation datasets, illustrating that the precipitation in April–May is decreasing from south to the north in central China. Figure 1d presents the April–May PCC time series, showing significant interannual variations. Figure 1 illustrates that all three datasets of precipitation show a high degree of consistency.

The ASO index is defined as the monthly mean partial ozone column averaged for the latitude range of 60°–90°N at an altitude of 100–50 hPa after removing the linear trend and seasonal cycle. The ozone profiles for the period 1985–2016 (there are many missing values on these layers from 100 to 50 hPa of the ozone data in 1984, so we start this study in 1985) are taken from the Stratospheric Water and Ozone Satellite Homogenized (SWOOSH) dataset, which is a merged record of stratospheric ozone and water vapor measurements taken by a number of limb sounding and solar occultation satellites (Davis et al. 2016). The SWOOSH record is comprised of data from the SAGE-II/III, UARS HALOE, UARS MLS, and Aura MLS instruments and consists of monthly mean zonal-mean values with a resolution of 2.5° × 2.5° and 31 vertical levels (316–1 hPa). Previous studies (Xie et al. 2016, 2018) show that it compares well with ozone data from the Global Ozone Chemistry and Related Trace Gas Data Records for the Stratosphere (GOZCARDS; 1985–2013) project (Froidevaux et al. 2015). Other monthly datasets for wind, geopotential height, vertical velocity, relative humidity, and air temperature are taken from the National Centers for Environmental Prediction–Department of Energy (NCEP–DOE) dataset. Sea surface temperature is derived from the Hadley Centre SST dataset with resolution of 1.0° × 1.0° (HadiSST; Rayner et al. 2003).

### b. Methodology

Though local precipitation may be affected by non-linear climate forcing factors, a linear model still performs well on the monthly mean seasonal time scale (Guo et al. 2012). Zorita and von Storch (1999) pointed out that a linear model can offer a clearer physical interpretation. Thus, multilinear regression is used to establish the model in this study. Once the linear regression model has been constructed, it is necessary to check its stability and predictability. Therefore, datasets of the predictand and potential forcing predictors are divided into two parts, the training period (1985–2006) for constructing the linear regression model and the test period (2007–16) for demonstrating its hindcast ability.
We calculate the anomaly sign consistency $P$ to compare the observed and fitted PCCs using the following equation:

$$P = \frac{N_{c}}{N},$$

where $N_{c}$ represents the number of cases when the observed and fitted PCCs both have either positive or negative anomalies at the same time and $N$ represents the sample size.

c. Simulations

The National Center for Atmospheric Research’s Community Earth System Model (CESM), version 1.0.6, has been employed in this study. CESM is a fully coupled global climate model that incorporates interactive atmospheric (CAM/WACCM), ocean (POP2), land (CLM4), and sea ice (CICE) components. For the atmospheric component, we used the Whole Atmosphere Model (WAM). For each experiment, the atmospheric component uses the specified ozone forcing, and other forcings such as fixed solar constant, fixed greenhouse gas (GHG) values [averages of emissions scenario A2 of the Intergovernmental Panel on Climate Change (WMO 2003) over the period 1995–2005], volcanic aerosols (from the Stratospheric Processes and their Role in Climate (SPARC) Chemistry–Climate Model Validation (CCMVal) REF-B2 scenario recommendations), and QBO phase signals with a 28-month zonal wind fixed cycle.

### Table 1. CESM-WACCM4 experiments with various specified ozone forcing. The integration time for time-slice runs is 33 years.

<table>
<thead>
<tr>
<th>Expt</th>
<th>Specified ozone forcing</th>
<th>Other forcing</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>Time-slice run as the control experiment used case F_2000_WACCM_SC; specified ozone forcing is a 12-month cycle of monthly ozone averaged from 1995 to 2005</td>
<td>Fixed solar constant, fixed greenhouse gas (GHG) values [averages of emissions scenario A2 of the Intergovernmental Panel on Climate Change (WMO 2003) over the period 1995–2005], volcanic aerosols (from the Stratospheric Processes and their Role in Climate (SPARC) Chemistry–Climate Model Validation (CCMVal) REF-B2 scenario recommendations), and QBO phase signals with a 28-month zonal wind fixed cycle</td>
</tr>
<tr>
<td>E2</td>
<td>Same as E1, except that the February–March ozone in the region 60°–90°N at 100–50 hPa is decreased by 15% compared with E1</td>
<td>Same as E1</td>
</tr>
<tr>
<td>E3</td>
<td>Same as E1, except that February–March ozone in the region 60°–90°N at 100–50 hPa is increased by 15% compared with E1</td>
<td>Same as E1</td>
</tr>
</tbody>
</table>

**Fig. 2.** (a)–(c) Correlation coefficients between the February–March mean ASO index and the April–May mean precipitation anomalies for the period 1985–2016. The ASO index is from SWOOSH, and precipitation is from the (a) CMA, (b) GPCC, and (c) GPCP. Dots in (a)–(c) indicate that correlations are significant at the 95% confidence level. The seasonal cycle and linear trend have been removed from the original datasets before calculating correlation coefficients. The yellow lines represent the Yangtze River and the Yellow River. (d) Time series of February–March mean ASO index (black line) and April–May mean precipitation (red line) anomalies averaged over the region 28°–42°N, 105°–120°E from CMA. (e) As in (d), but for February–March mean ASO index and precipitation. The correlation coefficient between the two time series is given in the upper-right corner of each panel. The seasonal cycle and linear trend have been removed in (d) and (e). The green square in (a)–(c) denotes the area studied (central China).
Community Climate Model (WACCM), version 4 (Marsh et al. 2013). WACCM4 is a climate model with detailed middle-atmosphere chemistry and a finite-volume dynamical core, and it extends from the surface to 140 km with 66 vertical levels. For our study, we disabled the interactive chemistry. Our simulations used a horizontal resolution of 1.9° × 2.5° (latitude × longitude) for the atmosphere, and approximately the same for the ocean.

Three time slice experiments (E1–E3) are used in this paper. Details of these experiments are given in Table 1. All the experiments were all run for 33 years, with the first 3 years excluded for the model spinup and only the last 30 years used for our analysis.

A transient experiment (1955–2005) is performed using CESM with the fully coupled ocean incorporating both natural and anthropogenic external forcings, including spectrally resolved solar variability (Lean et al. 2005), transient greenhouse gases (GHGs) (from IPCC scenario A1B), volcanic aerosols [from the Stratospheric Processes and their Role in Climate (SPARC) Chemistry–Climate Model Validation (CCMVal) REF-B2 scenario recommendations], a nudged quasi-biennial oscillation (QBO) (the time series in CESM is determined from the observed climatology over the period 1955–2005), and ozone forcing. Note that the specified ozone forcing from 1955–2005 is WACCM4 model produced ozone, derived from simulations that were prepared for the CMIP5 project. All the forcing data used in this study are available from the CESM model input data repository.

3. Selecting the factors and analyzing the related mechanisms

Figures 2a–c show gridpoint correlation coefficients between the February–March mean ASO index and April–May mean zonal wind (m s⁻¹) at (a) 200 hPa and (c) 850 hPa and (e) vertical velocity (Pa s⁻¹) at 500 hPa for 1985–2016. Dots indicate areas that are statistically significant at the 95% confidence level. (right) Differences in composite April–May horizontal wind (m s⁻¹) at (b) 200 hPa and (d) 850 hPa and (f) composite April–May vertically integrated water vapor flux [g (s hPa cm⁻¹)] between positive and negative events of the February–March ASO anomaly from 1985 to 2016. Colored regions are statistically significant at the 90% (light yellow) and 95% (dark yellow) confidence levels. The ASO anomaly events are selected based on Table 2. The seasonal cycle and linear trend have been removed from the original datasets before calculating correlation coefficients and the composite analysis. ASO is from SWOOSH. Wind is from NCEP2. The green square denotes the area studied (central China).
and the April–May mean precipitation. They show that the February–March ASO is strongly positively correlated with April–May precipitation in central China. To further understand the relationship between February–March ASO and April–May precipitation in central China, the time series of the February–March mean ASO index and April–May precipitation anomalies averaged over the region $28^\circ-42^\circN, 105^\circ-120^\circE$ are presented in Fig. 2d. The correlation coefficient of the two time series is 0.56, significant at the 95% confidence level. However, the simultaneous (February–March) ASO changes and precipitation variations are not significantly related (Fig. 2e; $R = 0.11$). This implies that the February–March mean ASO variations relate to April–May PCC with a lead time of 1–2 months. The relationship between ASO and precipitation is delayed by 1–2 months, perhaps because the stratospheric circulation anomalies related to ASO changes take 1–2 months to propagate to the Northern Hemispheric midlatitude surface (Smith and Polvani 2014; Calvo et al. 2015; Xie et al. 2016; Ivy et al. 2017). Based on this relationship between February–March ASO and April–May PCC, we select February–March ASO as the first predictor.

To identify the possible physical mechanisms that underlie this relationship between February–March ASO and April–May PCC, the lagged response of circulation variations to the ASO changes is shown in Fig. 3. Xie et al. (2017b) had explained a possible mechanism for how ASO influences the North Pacific and why ASO has a lagged impact on the circulation in the Northern Hemispheric mid- to high latitudes. They found that the stratospheric circulation anomalies related to ASO changes may rapidly extend to the lower troposphere in the Northern Hemisphere high latitudes; however, the lower-troposphere high-latitude circulation anomalies may take about 1 month to propagate to the North Pacific midlatitudes. The intensity of the circulation over North Pacific may be influenced by ASO changes and the areas of significant correlation are mainly located in the North Pacific with a zonal distribution, with positive correlations in the higher and lower latitudes of the North Pacific and negative correlations in the midlatitudes of the North Pacific when the ASO is anomalously high (Figs. 3a,c).
These circulation anomalies may extend westward to East Asia, affecting the local circulation anomalies in central China. The wind changes in Figs. 3b and 3d, corresponding to the zonal wind changes in Figs. 3a and 3c, present a baroclinic structure with an abnormal anticyclone in the upper troposphere and an abnormal cyclone in the lower troposphere over central China during positive ASO anomaly events (see Table 2 for a list of positive and negative ASO anomaly events). This process enhances the warm and humid airstream from the western Pacific to the Chinese mainland (Fig. 3f) and strengthens the upwelling over central China (Fig. 3e), leading to more precipitation in central China, and vice versa for a decrease in ASO.

In addition, we further perform time-slice experiments to investigate the relationship between ASO and PCC. The result is shown in Fig. 4. It shows that only the February–March ASO increase would be enough to force a statistically significant increase in April–May PCC (Fig. 4a) but have no significant impact on February–March PCC (Fig. 4b), consistent with the observations. More details of physical mechanisms by which February–March ASO affects April–May PCC can be found in Xie et al. (2018).

The following equation first establishes the relationship between February–March ASO and April–May PCC by linear regression:

\[
PCC_{ASO} = 73.87 + 1.33 \text{ASO},
\]

where \(PCC_{ASO}\) is the time series of April–May PCC variations associated with February–March ASO. The units of \(PCC_{ASO}\) and ASO are millimeters (mm) and Dobson units (DU), respectively. The units of the constants 73.87 and 1.33 are mm and mm DU\(^{-1}\), respectively.

Then, removing the ASO signal from the PCC, we have

\[
PCC_{\text{NO,ASO}} = PCC - PCC_{ASO} = PCC - 73.87 - 1.33 \text{ASO},
\]

where \(PCC_{\text{NO,ASO}}\) is the part of April–May PCC that is independent of February–March ASO. The units of \(PCC_{\text{NO,ASO}}\) are mm.
The next step is to find another predictor for the remaining precipitation ($PCC_{NO,ASO}$) that is not explained by the ASO. The Indian Ocean SST is the most frequently discussed of the factors known to affect spring precipitation in central China (Xie et al. 2009; Chen et al. 2014; Feng et al. 2014). Figure 5 shows the correlation coefficients between April–May $PCC_{NO,ASO}$ and February–March SST anomalies. The February–March Indian Ocean sea surface temperature (IOSST) variations over the region $20^\circ$S–$20^\circ$N, $40^\circ$–$105^\circ$E are indeed significantly correlated with April–May $PCC_{NO,ASO}$. Therefore, February–March IOSST averaged over the region $20^\circ$S–$20^\circ$N, $40^\circ$–$105^\circ$E is selected as the second factor to construct the model. We now investigate the physical processes linking February–March IOSST and April–May PCC.

The correlation coefficients between February–March IOSST variations and April–May geopotential height anomalies at 200, 500, and 850 hPa are shown in Figs. 6a–c. There are positive geopotential height anomalies (anticyclonic) in the middle and upper troposphere over central China (Figs. 6a and 6b). In addition, there is a negative anomaly (cyclonic) at 850 hPa over the western side of the Yangtze River and Yellow River region (Fig. 6c). Corresponding to the positive anomalies (anticyclonic) at middle and upper troposphere, the convergence of the airflow at lower level and divergence at high levels may lead to upwelling in central China. A longitude–pressure cross section of correlation coefficients between February–March IOSST variations and April–May vertical velocity anomalies (averaged over $28^\circ$–$42^\circ$N) is shown in Fig. 6d. An anomalous rising airflow occurs over central China during the anomalously high IOSST events, corresponding to enhanced convective activity. This situation favors increased local precipitation, whereas anomalously low IOSST events have the opposite effect.

Figure 7a shows differences in composite April–May wind between positive and negative February–March IOSST anomaly events (see Table 3 for a list of positive and negative IOSST anomaly events). The warm IOSST can strengthen the anticyclone at 850 hPa over Northeast Asia. This agrees with a previous study (Liu and Duan 2017) that reported that a warm Indian Ocean can cause an anomalous anticyclone over Northeast Asia that is closely related to anomalies in the western North Pacific subtropical high. This could transport a warm and humid southerly airflow to central–eastern China, increasing the water content in the local air. Figure 7b shows the correlation coefficients between February–March IOSST and April–May zonal wind variations at 200 hPa (colored) and the climatology of the April–May zonal wind (black solid lines). The climatological jet stream at the upper level is located at around $30^\circ$N. The IOSST variations are anticorrelated (correlated) with zonal wind anomalies at $30^\circ$N ($50^\circ$N), implying that IOSST positive anomalies shift the upper-level jet...
stream northward. Central China is then situated right at the entrance region of the jet. Both the anomalous anticyclone over Northeast Asia and the northward shift of the upper-level jet stream can influence central China. The differences in the water vapor flux anomalies associated with positive and negative anomalies of the February–March IO\textsubscript{SST} are presented in Fig. 7c. The warm and humid airstream from the South China Sea to China is indeed enhanced when the IO\textsubscript{SST} is abnormally high. In light of Figs. 6 and 7, the increased (decreased) water vapor concentration in the atmosphere and enhanced (reduced) upwelling over central China result in more (less) precipitation over central China during positive (negative) IO\textsubscript{SST} anomaly events.

Although the above analysis illustrates a significant correlation between IO\textsubscript{SST} anomalies and PCC variations, it is not clear how the February–March IO\textsubscript{SST}-related atmospheric signal can persist to April–May to influence PCC. In fact, previous studies have investigated the simultaneous effect of IO\textsubscript{SST} on spring precipitation in central China (Xie et al. 2009; Chen et al. 2014; Feng et al. 2014). A possible reason for the significant correlation between February–March IO\textsubscript{SST} variations and April–May PCC (Figs. 5–7) is that the February–March IO\textsubscript{SST} anomalies can persist to April–May (Fig. 8), and then the April–May IO\textsubscript{SST} anomalies influence April–May PCC and circulation anomalies. The relationships among April–May IO\textsubscript{SST} anomalies and April–May PCC and circulation anomalies are in good agreement with the results from Figs. 5–7 (not shown). Since we want to build a statistical model with forecasting capability, it is more appropriate to use February–March IO\textsubscript{SST} instead of April–May IO\textsubscript{SST} as a predictor in this study.

4. Building the linear regression model for April–May PCC

a. Building the linear regression model based on observations

The analysis in the previous section indicates that the signals from the Arctic and tropics can synergistically affect the midlatitude climate. The mechanisms by which the two selected predictors affect April–May PCC have also been discussed above. Figure 9a presents the standardized time series of February–March ASO and IO\textsubscript{SST} variations. Note that the two factors display obvious interannual variations and are independent of each other ($R = 0.14$). This illustrates that selecting February–March ASO and IO\textsubscript{SST} to establish the linear regression model for predicting the April–May PCC is feasible.

The linear regression model takes the following form:

$$PCC = -570.63 + 1.14 \times ASO + 22.83 \times IO_{SST},$$

where the units of April–May PCC, February–March ASO, and February–March IO\textsubscript{SST} are mm, DU, and °C, respectively. The units of constants $-570.63$, $1.14$, and $22.83$ are mm, mm DU$^{-1}$, and mm °C$^{-1}$, respectively.

The observed and fitted PCC variations are shown in Fig. 9b. The linear regression model performs well in estimating the precipitation. More details are provided in Table 4. During the training period from 1985 to 2006, the correlation coefficients, RMSE of cross-validation and anomaly sign consistency rate are 0.64, 13.96 mm, and 68%, respectively. Note that the correlation coefficients are significant at the 95% confidence level and the anomaly sign consistency exceeds 60%. During the independent test period (2007–16), the values are 0.80, 15.80 mm, and 80%, respectively, similar to those for the training period (Table 4). The linear regression models in Figs. 9c and 9d are based on different training and test periods following Kim et al. (2004).
Figure 9 and Table 4 show that the fitted April–May PCCs are highly consistent with observed April–May PCC in different training period and test period schemes; that is, all correlation coefficients between fitted PCCs and observed PCC are significant and all anomaly sign consistency rates are above 60%. Overall, this implies that the linear regression model has good stability and predictability. In addition, the correlation coefficients among observed PCC, ASO, IO$_{SST}$, and fitted PCC variations are also significant at the 95% confidence level based on the Monte Carlo test (not shown), which supports the conclusions based on the Student’s $t$ test.

In 1998, China suffered from severe flooding that affected 223 million people and destroyed nearly 5 million houses. The direct economic losses reached 166 600 million Yuan (\textsterling12.8 billion), according to a report issued by the State Council of China published in the People’s Daily on 26 August. In addition, the spring precipitation in the Yangtze River basin was abnormally high in 1998. The February–March ASO and IO$_{SST}$ are both strongly positive in 1998 (Fig. 9a). The fitted PCC is similar, with a large positive anomaly of >100 mm in April–May 1998 (Fig. 9b).

**b. Building the linear regression model from simulations**

Further, we performed a transient experiment by CESM model to validate the relationships among PCC and ASO and IO$_{SST}$, and to test the stability of the established linear regression model. Significant correlations can be found between specified February–March ASO and CESM model simulated April–May PCC (Fig. 10a; $R = 0.33$) and between CESM model simulated February–March IO$_{SST}$ and CESM model simulated April–May PCC$_{NO_{-}ASO}$ (Fig. 10b; $R = 0.55$). Figure 10c shows that the CESM model simulated April–May PCC (green line) variations are significantly correlated with the fitted PCC (blue line) during both the training period ($R = 0.59$, significant at the 99% confidence level) and test period ($R = 0.65$, significant at the 99% confidence level). The fitted PCC obtained by the linear regression model is based on specified February–March ASO and CESM model simulated February–March IO$_{SST}$. It illustrates that the lead–lag relationships among ASO, IO$_{SST}$, and PCC can be found.
not only in observations but also in the transient experiment and that the established linear regression model is stable.

5. Conclusions

This study constructs a linear regression model for April–May PCC applied to observational and reanalysis datasets. Two preceding factors are selected: the February–March ASO and the February–March IOSSST. They imply a synergistic effect of Arctic and tropical signals on the midlatitude climate. This linear regression model not only reproduces the April–May PCC but also demonstrates strong robustness and reliability during the independent test period. The WACCM4 simulations also support the results from our statistical analysis of observations.

The February–March ASO changes significantly correlate with the spring rainfall variations over central China. A possible link from ASO to PCC is that the circulation anomalies over the North Pacific related to February–March ASO changes may extend westward to central China, causing local circulation anomalies and leading to the April–May PCC anomalies. For another predictor, the February–March IOSSST anomalies can persist to April–May, and April–May IOSSST anomalies force a baroclinic structure over central China. For example, when the IOSSST is anomalously warm, this forces an anomalously high pressure in the upper and middle troposphere over central China, but negative anomalies in the lower troposphere. This baroclinic structure, on one hand, strengthens the upwelling over central China, while on the other hand, it can also enhance water vapor transport from the South China Sea to central China. In addition, the IOSSST positive anomalies could make the upper-level jet stream shift northward. Thus, central China is situated over the right entrance region of the jet, with a corresponding tendency for upward motion and rain production. Under these conditions, central China is covered by cyclones, updrafts, and warm and wet air, resulting in more April–May precipitation, whereas anomalously cold IOSSST has the opposite effect.
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